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Integrating 
Mobile IP with 
Ad Hoc Networks

U biquitous computing has added a new fea-
ture, mobility, to the world of computing
and communications. Many laptops,
PDAs, handhelds, and other portable
computing devices now include wireless

connectivity as a standard feature, and more peo-
ple are carrying computers when they travel to
access the Internet anytime, anywhere. 

The Internet Engineering Task Force’s mobile
Internet protocol1 is a widely accepted standard that
uses mobile agents to support seamless handoffs,
making it possible for mobile hosts to roam from
subnet to subnet without changing IP addresses.
Another emerging wireless architecture, mobile ad
hoc networks,2-5 can be flexibly deployed in most
environments without the need for infrastructure
base stations. In most cases, Manets use IEEE
802.11 network interface cards. Manet applications
include situations in which a network infrastruc-
ture is not available but immediate deployment of
a network is required, such as a battlefield, outdoor
assembly, or emergency rescue.

Integrating these two architectures will facilitate
the current trend of moving to an all-IP wireless envi-
ronment. We propose an architecture that extends
the typical wireless access points to multiple Manets,
each as a subnet of the Internet, to create an integrated
environment that supports both macro and micro IP
mobility. From the mobile IP perspective, foreign
agents’ service ranges are no longer limited to hosts
within a single wireless hop; the use of Manets lets
mobile hosts immediately utilize available Internet
services without concern about disconnection. 

MOBILE IP AND MANETS
As Figure 1 shows, in a mobile IP environment,

a mobile host or router can change its point of
attachment from subnet to subnet. If a mobile host
is away from home when a corresponding Internet
host sends an IP datagram for delivery to the mobile
host’s home network, the datagram will be tunneled
to the host’s current foreign network. The home
agent will encapsulate the datagram with an IP
header carrying either the foreign agent’s IP address
or the mobile host’s colocated care-of address. In
our implementation, the foreign agent decapsulates
the datagram and forwards it to the mobile host.
Alternatively, if the care-of address is used, the
mobile host serves as the endpoint of the tunnel and
performs decapsulation locally.

Home and foreign agents advertise their services
by periodically sending out Agent_Advertisement
messages. A mobile host can send out an
Agent_Solicitation message to look for local
agents. From time to time, a mobile host must reg-
ister its current care-of address with its home
agent. The home agent keeps track of the mapping
between each residential mobile host’s permanent
address and care-of address in a location dictio-
nary. 

Other mobile IP extensions include smooth hand-
off6 and an extension for IPv6.7 The “Related Work
in Internet Computing” sidebar describes other 
protocols that support IP mobility.

In a Manet network, mobile hosts communicate
with one another and roam at will. A routing path
consists of a sequence of wireless links that do not

Extending traditional IEEE 802.11-based access points to incorporate the
flexibility of mobile ad hoc networks would help make the dream of ubiqui-
tous broadband wireless access a reality. The authors discuss several
issues related to integrating the mobile Internet protocol with Manets.
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Mobile IP was originally designed to support macro mobil-
ity. Researchers have developed two other Internet protocols,
cellular IP1 and the handoff-aware wireless access Internet
infrastructure (Hawaii),2 to offer micro mobility.

Cellular IP uses a hierarchical approach to minimize regis-
trations to home agents as a mobile host is roaming around. A
foreign agent can provide services to multiple base stations. As
long as the same foreign agent’s base stations cover the mobile
host, no reregistration is required, thereby significantly reduc-
ing handoff delay.

The Hawaii protocol adopts a domain-based approach in
which base stations can be connected as a tree. It uses special-
ized path setup schemes that install host-based forwarding
entries in specific routers to support intradomain routing. This
offers the same advantage as cellular IP in supporting micro
mobility and fast handoff. However, unlike cellular IP, Hawaii
breaks the gateway-foreign-agent tie and thus is more tolerant
to gateway failure, which simplifies gateway design.

Our framework supports micro as well as macro mobility.
Instead of relying on hierarchical (wireline) routers, mobile
hosts act as routers to extend the coverage of foreign agents.
Cellular IP and Hawaii restrict mobile hosts to reside within
one wireless hop from a base station, but our framework per-
mits mobile hosts in multiple wireless hops from the base 
station.

Other research3,4 has addressed using Manets to provide con-
tinuous Internet access via mobile IP. This includes extending
mobile IP to let mobile hosts use a care-of address even if they
are more than one hop away from a foreign agent. It also
resolves the conflict between mobile IP and Manets in manag-
ing routing tables. Because mobile IP and Manets use two sep-
arate daemons, a route manager controls the system’s routing
table to coordinate the two daemons.

Our work is also compatible with current Manet design, and
easily extends Manets to support IP mobility. Manet topolo-
gies can change dynamically, and foreign agents’ service ranges
can change accordingly, resulting in greater fault tolerance: If
one foreign agent crashes, a mobile host can rely on Manet
routing capabilities to connect to neighboring foreign agents. 

Compared to earlier efforts that focused on only a single
Manet, we consider the existence of multiple Manets in the
same vicinity, with mobile agents and mobile hosts negotiat-
ing foreign agents’ service ranges. The ability to dynamically
adjust such service ranges greatly improves Manets’ flexibility
and reduces mobile agents’ service overhead. In addition,
Manets can overlap, supporting one another and offering
higher fault tolerance in terms of Internet access. Direct com-
munication between hosts covered by two different foreign
agents, via Manet links, is also possible.
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Figure 1. Mobile 
IP transmission 
scenario. A corre-
sponding host sends
an IP data packet to
a mobile host. If the
mobile host is away,
the packet is
tunneled from the
mobile host’s home
network to its cur-
rent foreign net-
work. The home
agent encapsulates
the packet with an
IP header carrying
the foreign agent’s
IP address or the
mobile host’s care-
of address.
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pass base stations. In this multihop configuration,
each mobile host serves as a router. 

Manet routing protocols can be classified as
proactive and reactive. A proactive protocol such as
the destination-sequenced distance-vector (DSDV)
protocol8 constantly updates routing information
to maintain a near-global view of the network
topology. In contrast, reactive protocols such as
dynamic source routing (DSR),9 the zone routing
protocol (ZRP),10 the constant bit-rate (CBR) pro-
tocol, and ad hoc on-demand distance vector
(AODV) routing5 conduct on-demand searches for
a path. This approach may be less costly than a
proactive protocol when host mobility is high.
Other work has focused on unicast protocols,6 mul-
ticast protocols, and broadcasting issues.11

NETWORK ARCHITECTURE 
As Figure 2 shows, our proposed architecture con-

sists of multiple Manets attached to the backbone
Internet. A gateway, the host that connects a Manet
to the Internet, also defines a Manet’s range. Each
gateway has two network interface cards, one wire-
less and one wireline. Because they have fixed links,
gateway hosts have no mobility. Gateways forward
data packets and relay them between the Manet and
the Internet. To support mobile IP, each gateway also
serves as the foreign agent in its local Manet, peri-
odically broadcasting Agent_Advertisement mes-
sages to announce its services. 

Because Manets are mobile, networks can join
and overlap one another. In such cases, the bound-
aries between Manets become vague, making for-
eign agents’ service ranges unclear. 

To precisely define a gateway’s service range, we
associate a parameter N with each gateway. Any
mobile host within N wireless hops from the gate-
way can join the Manet the gateway serves. To
accomplish this, we specify a time-to-live (TTL)
equal to N in each gateway’s Agent_Advertisement
message. For example, in Figure 2, even though it
is connected to Manet 2, host A cannot be a part of
Manet 2. 

Any mobile host within the service ranges of mul-
tiple gateways can choose the closest one as its
default gateway. This makes subnet boundaries clear
even when Manets overlap. For example, in Figure
2, host C belongs to Manet 3 and host B belongs to
Manet 4, and their home agents will accordingly tun-
nel IP datagrams to the proper gateways. Also, each
gateway can define its own service range, N, inde-
pendently based on its willingness and capability to
provide services.

It is possible for a mobile host to disconnect
from its gateway but remain connected to other
Manets. For example, in Figure 2, if the link
between gateway 3 and host D breaks, both host
D’s and host E’s connections to the Internet will
break because they are beyond gateway 4’s service
range. 
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Figure 2. Proposed
network archi-
tecture. Each gate-
way (G i) connects
one Manet to the
Internet and, to sup-
port mobile IP, also
serves as the local
foreign agent. Any
mobile host within N
wireless hops from
the gateway can join
the Manet the gate-
way serves.



To dynamically adjust a gateway’s service range,
and thereby solve the disconnection problem
involving hosts D and E, a mobile host that does
not receive an Agent_Advertisement message for a
certain period can broadcast or multicast an
Agent_Solicitation message with a TTL equal to
N′. This value can gradually increase to avoid the
broadcast storm problem11 that flooding causes. If
N′ is greater than or equal to N and the Manet is
connected, the gateway can hear the solicitation
and decide whether to increase its N. For example,
if host E’s Agent_Solicitation has an N′ equal to 5,
gateway 4 will receive the request and can increase
its service range to cover both host D and host E.

COMMUNICATION SCENARIOS
Our proposed network architecture can accom-

modate several different communication scenarios.
In discussing the possible combinations, we assume
that DSDV supports all corresponding Manet rout-
ings, although any proper routing protocol is
applicable. 

Intra-Manet communication 
DSDV supports intra-Manet communications.

In the DSDV protocol, hosts exchange routing
information periodically and compute the next hop
to reach the destination with the least metric, such
as hop count. DSDV will write proper route entries
into the kernel routing table. To communicate with

another host, a host first checks its routing table. If
it finds a route entry leading to the destination, it
forwards the packet directly to the next hop. The
transmission from host A to host B shown in Figure
3 falls into this category.

Inter-Manet communication
A host in a Manet will forward any packet whose

destination is not listed in the kernel routing table
to the local Manet’s gateway. The gateway will then
forward the packet to the Internet. The transmis-
sion from host A to host C in Figure 3 is an exam-
ple of this packet transfer. Packets travel on Manet
1 based on DSDV, then on the Internet to gateway
2 based on IP routing, and then again by DSDV to
host B on Manet 2.

When a mobile host roams away from its home
network, mobile IP will forward packets between
Manets. For example, in the transmission from the
corresponding host to host D in Figure 3, packets
arrive at gateway 4 via IP routing. Mobile IP encap-
sulates the packets and tunnels them to gateway 3,
which then uses DSDV to forward them to mobile
host D. 

To support such a scenario, mobile hosts must fol-
low mobile IP registration and deregistration proce-
dures to monitor any existing Agent_Advertisement
messages. DSDV routes these packets. Home agents
maintain their mobile hosts’ current locations and
execute a proxy address resolution protocol (ARP)
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Figure 3. Intra- and
inter-Manet routing
scenarios. Host A
sends packets to
host B through
DSDV. It sends pack-
ets to host C first
through DSDV, then
by IP routing, and
finally by DSDV
again. The cor-
responding host
sends packets to
host D first through
IP routing, then by
tunneling, and
finally by DSDV. 
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for roaming mobile hosts, while foreign agents main-
tain visiting mobile hosts in their Manets. 

When two Manets overlay, the frequent exchange
of routing information by DSDV makes it possible
for a mobile host to become aware of a route to
another mobile host in a neighboring Manet. For
example, in Figure 4, because host A has a route
entry leading to host B, direct inter-Manet trans-
mission is possible. 

A mobile host always collects and propagates
routing information for mobile hosts within M
wireless hops from itself. Therefore, we associate
with DSDV a parameter M that reflects the proto-
col’s service range. Consequently, hosts in different
but connected Manets can communicate with one
another directly, if they are distanced by no more
than M hops. Such optimization reduces routing,
tunneling, and encapsulation overhead. M must be
greater than or equal to N so that a mobile host
always knows a route to its local gateway.

When two mobile hosts reside in connected
Manets but are more than M hops away, the host
should route their communications through the
Internet. For example, in the transmission from
host C to host D in Figure 4, assuming M is equal
to 5, host C will not be aware of the existing route
leading to host D. Thus, DSDV forwards host C’s
IP datagrams to local gateway 3, and IP routing

then forwards them to host D’s home agent. Mobile
IP will encapsulate the datagrams to host D’s cur-
rent foreign agent, and DSDV forwards the data-
grams to host D. Properly tuning N and M will
reduce overhead and improve efficiency.

Broadcast
In wireline communication, a broadcast message

is typically flooded around the physical range that
a subnet covers. However, in wireless communica-
tion, because of the radio transmission property,
the broadcast range is usually not well defined. This
is particularly true for ad hoc networks, in which
each mobile host has its own radio coverage. If we
directly adopt a TTL value to a broadcast packet,
each mobile host’s broadcast range will be distinct
depending on its current location.

We define the broadcast coverage range as the
service range that the issued broadcast’s local gate-
way provides. Consequently, a subnet’s range
matches the Manet’s range. When a mobile host
sends a broadcast datagram, it first encapsulates
the packet as a unicast by identifying the gateway
as the destination host and then tunnels the unicast
packet to the gateway. When the gateway decap-
sulates the packet and identifies it as a broadcast
packet, it broadcasts the packet on behalf of the
original source with a TTL equal to N. 
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Figure 4. Inter-
Manet routing sce-
narios in overlaid
Manets. Host A
sends packets to
host B directly via
DSDV. Host C sends
packets to host D
first through DSDV,
then by IP routing,
followed by tunnel-
ing, and finally DSDV
routing. 
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For example, Figure 5 shows how host A’s broad-
cast datagram flows. To detect duplicate broad-
casts, each mobile host maintains a list of broadcast
IDs that it has received recently. The source IP
address and IP identification fields in the IP header
can serve as a unique identity.

INTEGRATION AND IMPLEMENTATION 
Our prototype network architecture, shown in

Figure 6, integrates Mobile IP with Manets. 

TTL in IP packets
Each IP datagram has a TTL field to control its

Internet lifetime. In Mobile IP, each Agent_
Advertisement message should have a TTL equal
to 1. We dynamically tune TTL to control our
Agent_Advertisement, Agent_Solicitation, and
broadcast packets.

Routing inside Manets
Our implementation is based on the DSDV pro-

tocol.8 Each host maintains a forwarding table that
lists all available destinations along with the next
hop leading to each destination. The forwarding
table updates the kernel’s routing table. Hosts in
Manets use control packets to exchange informa-
tion about distance vectors between neighboring
hosts. Each route entry is associated with a
sequence number originated by the destination
host. The destination address for these control
packets is 224.0.0.1 (the all-systems multicast
address), with a TTL equal to 1 because there is no
need to rebroadcast them.

Our prototype made some modifications to the
DSDV protocol. Because Manets can overlap in our
architecture, to avoid an overload in the amount of
information being exchanged, the system only prop-
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Figure 5. Broadcast
routing scenario.
When a mobile host
sends a broadcast
datagram, it first
encapsulates the
packet as a unicast
by identifying the
gateway as the des-
tination host. The
gateway decapsu-
lates the packet,
determines that it is
a broadcast packet,
and broadcasts it on
behalf of the origi-
nal source with a
TTL equal to N.
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agates routing information within M hops. In
addition, each gateway should broadcast its
service range, N, through its control packets. 

Further, each gateway should identify itself
by associating a gateway bit in its control pack-
ets. Each mobile host should set its default
router to be the host that leads to the gateway
host with the least metric. Finally, if a mobile
host also has a care-of address, it must adver-
tise both its original IP address and the care-of
address through DSDV’s control packets. This
is similar to a host having two IP addresses.
Providing two entries in the control packets
makes it possible to reach the mobile host

directly at its permanent IP address in the Manet and
also at its care-of address via mobile IP.

Agent advertisement
In mobile IP, Agent_Advertisement messages have

a TTL equal to 1. However, Manets’ multihop
nature requires setting the TTL to N and decreasing
the value by one for each rebroadcast; no rebroad-
cast is necessary when the TTL is equal to 0. The
destination field should be 255.255.255.255.

Agent solicitation
A mobile host can multicast an Agent_

Solicitation message to locate a nearby mobile
agent. The destination field should be 224.0.0.2
(the all-routers multicast address). 

Each time the solicitation process fails, the TTL
can be doubled, making it possible to reach approx-
imately four times as many hosts as in the previous
round. Because the TTL value decreases as the
packet travels more hops, the original TTL value
should be recorded in the packet’s payload so that
when the gateway receives the packet, it can recover
its distance to the requesting mobile host. By com-
paring this value to N, the gateway can then decide
whether to enlarge its service range.

ARP
In mobile IP, the address resolution protocol

should be disabled when a mobile host visits a for-
eign network. Instead, the host registers the MAC
(media access control)-to-IP address mapping when
it receives an Agent_Advertisement message.
However, to permit peer-to-peer communication
inside a Manet, our network architecture requires
enabling the address resolution protocol in foreign
networks to send requests and replies as usual.
Because many nomadic hosts can exist in a Manet,
these networks should relay packets of any desti-
nation without using a subnet mask. 

Broadcast
We have designed a broadcast daemon to sup-

port the broadcast routing scenario shown in Figure
5. When a mobile host intercepts a broadcast data-
gram with the destination address 255.255.
255.255 and a TTL of 1, and intercepts the source
address “myself,” the daemon encapsulates this
packet as a unicast destined for the local gateway.
When it receives the packet, the gateway decapsu-
lates it and broadcasts it with a TTL equal to N.
To prevent broadcast datagrams from looping back
to the source host, the broadcast daemon also
records broadcast datagrams that it has encapsu-
lated recently.

Destination address and TTL
In view of the fact that the M value that Manets

use should be at least as large as the N value that
mobile IP uses, it is possible to control the traffic
flow into and out of a Manet by adjusting both
parameters. 

We recommend setting M equal to 2N, which
guarantees that intra-Manet communication can
always occur directly without encapsulation. In the
worst case, a packet has to travel from a Manet’s
boundary to the gateway, and then to another end
of the Manet, resulting in a hop count of 2N. In
addition, communication between nearby Manets
is likely to occur without going through mobile IP,
thus the packet will not undergo encapsulation.

Configuration of IEEE 802.11b NICs
Our implementation sets all wireless network

interface cards to peer-to-peer (ad hoc) mode. All
mobile hosts use the same extended service set iden-
tifier and channel number to communicate with one
another. Foreign agents can use different channels
to increase channel reuse and thus communication
bandwidth. 

In most current products, an NIC will automat-
ically scan available channels only when its current
connection is broken. Consequently, a host may not
be able to discover all its neighbors if they are oper-
ating at different channels. In our framework, the
network should function correctly, but some routes
may not exist even if some hosts are physically
neighbors.

Our system is based on Linux Redhat v2.2.16
and implements two daemons, DSDVd and MIPd.
As Figure 6 shows, both daemons are implemented
on the application layer and interact with the sys-
tem kernel through socket interfaces. DSDVd peri-
odically multicasts user datagram protocol packets
to help maintain the hosts’ forwarding tables.

Integrating 
mobile IP 

with Manets 
would realize 
the dream of 
broadband 
wireless 

Internet access.



System calls write proper entries from the for-
warding table into the kernel’s routing table. MIPd
uses raw sockets for advertisement, encapsulation,
and decapsulation, and it uses normal sockets for
registration. Unix system calls perform proxy ARP.
In addition, the IP forwarding option at each
mobile host must be turned on.

B y supporting greater roaming flexibility, our
proposed integration of mobile IP with
Manets would realize the dream of broad-

band wireless Internet access. Extending our work,
which is based on IPv4, to the next-generation IPv6
environment, which will include mobile IP features
as inherent functionality, deserves further study.
Load-balance routing is another challenging issue,
especially when running such an architecture in a
crowded area. �
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