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Chapter 20:Chapter 20:
TCP Bulk Data FlowTCP Bulk Data Flow
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IntroductionIntroduction
What we will see:
• sliding window protocol: TCP uses a form of flow control called a 

sliding window protocol
• TCP’s PUSH flag
• slow start: the technique used by TCP for getting the flow of data 

established on a connection, and then we examine bulk data throughput
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Normal Data FlowNormal Data Flow
Examination:
• transfer 8192 bytes from svr4 to bsdi
• on bsdi:

bsdi % sock -i -s 7777

• on svr4:
svr4 % sock -i -n8 bsdi 7777

• Flags:
-i : sink, read from the network and discard the data
-s : as a server
-n8 : perform 1024-byte writes to the network
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Normal Data FlowNormal Data Flow
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Normal Data FlowNormal Data Flow
(continued...)

Segment 7 ACKs 2049, not 3073:
• segment 4, 5, 6 arrives, IP passes them to TCP in the same order
• TCP processes segment 4, the connection is marked to generate a 

delayed ACK
• TCP processes segment 5: since TCP now has two outstanding 

segments to ACK, the ACK of 2049 is generated (segment 7), and the 
delayed ACK flag for this connection is turned off

• TCP processes segment 6: the connection is again marked for a delayed 
ACK. But before segment 9 arrives, the delayed ACK timer goes off, then 
segment 8 ACKs 3073
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Normal  Data FlowNormal  Data Flow
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Fast Sender, Slow ReceiverFast Sender, Slow Receiver
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Fast Sender, Slow ReceiverFast Sender, Slow Receiver
(continued...)

Things we noticed:
• the sender transmits segment 4 to 7 to fill the receiver’s window and then 

waits for an ACK (since segment 2 telled the host sun the window size is 
4096)

• the receiver sends the ACK(segment 8) but the advertised window is 0: 
the receiver has all the data, but it’s all in the receiver ‘s TCP buffer

• another ACK (called a window update) is sent later, announcing that the 
receiver can now receive another 4096 bytes: it does not acknowledge 
any new data, it just advances the right edge of the window

• segment 13 contains 2 flag bits: PUSH and FIN.
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Sliding WindowsSliding Windows
Illustration of sliding windows:

offered window: 4 to 9

usable window: 7 to 9 (computed by the sender)
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Sliding WindowsSliding Windows
(continued...)

the window closes: the left edge advances to right

the window opens: the right edge moves to the right

the window shrinks: the right edge moves to the left; The Host 
Requirement RFC strongly discourages this

NEVER moves the left edge to the left: if an ACK were received that 
implied moving the left edge to the left, it is a duplicate ACK, and 
discarded
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Sliding WindowsSliding Windows
An Example for the data transfer in Figure 20.1:
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Window SizeWindow Size
The size of window offered by the receiver can usually be controlled 
by the receiving process. This can affect the TCP performance.

For file transfer between two workstations on a Ethernet, the common 
default of 4096 bytes for both is not optimal: An approximate 40% 
increase in throughput is seen by just increasing both buffer to 16384 
bytes.
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Window SizeWindow Size
An Example: from sun (the client) to bsdi (the server)
• bsdi % sock -i -s -R6144 5555
• sun % sock -i -n1 -w8192 bsdi 5555
• Flag:

-R6144 : set the size of the receive buffer (as 6144 bytes)
-n1 -w 8192 : perform one write of 8192 bytes
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Window SizeWindow Size
(continued...)
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PUSH FlagPUSH Flag
PUSH flag: a notification from the sender to the receiver for the 
receiver to pass all the data that it has to the receiving process

In the original TCP specification, it was assumed that the 
programming interface would allow the sending process to tell its TCP 
when to set the PUSH flag.

Today, however, most APIs don’t provide a way for the application to 
tell its TCP to set the PUSH flag. Indeed, many implementors feel the 
need for the PUSH flag is outdated, and a good TCP implementation 
can determine when to set the flag by itself.

Most Berkeley-derived implementations automatically set the PUSH 
flag if the data in the segment being sent empties the send buffer.
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Slow StartSlow Start
As we’ve seen for the sender starts off by injecting multiple segments
into the network, up to the windows size advertised by the receiver. 
This naive approach is OK when two hosts are on the same LAN but
reduce the throughput drastically of TCP connections between many 
routers and slow links.

TCP is now required to support an algorithm called slowstart:
• it operates by observing that the rate at which new packets should be 

injected into the network is the rate at which the ACKs are returned by 
the other end
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Slow StartSlow Start
Slow start adds another window to the sender’s TCP: the congestion 
window, or, cwnd

win: the window size advertised by the other end

Operations of slow start:
• 1. initial connection, cwnd = 1 segment (announced by the other end)
• 2. the sender transmit up to the minimum(cwnd, win)
• 3. Each time an ACK is received, the congestion window is increased by 

one segment
• 3. the sender starts by transmitting one segment and waiting for its ACK. 

When that ACK is received, the congestion window is incremented from 
one to two, and two segments can be sent. When each of those two
segments is ACKed, the congestion window is increased to four. This 
provides an exponential increase.
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Slow StartSlow Start
An Example:
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Bulk Data ThroughputBulk Data Throughput
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Bulk Data ThroughputBulk Data Throughput
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Bulk Data ThroughputBulk Data Throughput
How big should the window be?
• min(cwnd, advertised window)

Bandwidth-Delay Product.:
• Capacity (bits) = bandwidth (bits/sec) * round-trip time (sec)

Examples:
• T1 line (1,544,000 bits/sec) across US (about 60ms) => bandwidth-delay 

product (capacity) = 11,580 bytes
• T3 line (45,000,000 bits/sec) across US (about 60ms) => bandwidth 

delay product (capacity)=337,500 bytes (>65,535) => Need new TCP
window scale option
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Bulk Data ThroughputBulk Data Throughput
Relation between capacity, bandwidth and RTT:
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CongestionCongestion
Congestion:
• can occur when data arrives on a big pipe (a fast LAN) and gets sent out 

a smaller pipe (a slower WAN)
• can also occur when multiple input streams arrive at a router whose 

output capacity is less than the sum of the inputs
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Urgent ModeUrgent Mode
TCP provides what it calls urgent mode, allowing one end to tell the 
other end that “urgent data” of some form has been placed into the 
normal stream of data.

Telnet and Rlogin use urgent mode from thee server to he client 
because it’s possible for this direction of data flow to be stopped by 
the client TCP (i.e., it advertises a window of 0). But if the server 
process enter urgent mode , the server TCP immediately sends the
urgent pointer and the URG flag, even though it can’t send any data.

The Urgent pointer just advances in the data stream, and its previous 
position at the receiver is lost.
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Urgent ModeUrgent Mode
An Example:

bsdi % sock -i -s -P10 5555
• -i : sink
• -P : pause 10 secs
• -S8192 : using a send buffer of 8192 bytes
• -n6 : write six 1024-byte writes
• -U5: write 1 byte of data and enter urgent mode before writing  the fifth 

buffer to network
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Urgent ModeUrgent Mode
(continued...)
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Urgent ModeUrgent Mode
(continued...)
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SummarySummary
TCP Bulk Data Flow

push flag

slow start

bandwidth-delay product

urgent mode


