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Agenda

• Integrated Cable Network Vision

• Cable End-to-End Equipment

• Universal Broadband Router

• Summary and Questions
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Outline
• Goals and opportunities

• Services

• Network structure
Backbone network

Head ends and hubs

Access network

Residence network

• Applications

• Summary
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Goals

• Utilize latent asset: cable plant bandwidth
Much more than POTS, ISDN

• Enable new revenue through new services
Internet access, voice, and video conferencing

New customized video data services

Personalized video services

Wide variety of webcast video

Tight integration of video and Internet

• Leverage existing standards, make new ones

• Keep it open
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Upgraded Cable Plant

• Cable plants are upgraded for:
More reliable topology

Increased bandwidth/smaller 
servering areas

Increased availability

More reliable signal

Advanced network management

Two way operation

Advanced services
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Key Drivers of Change

• Acceptance and 
penetration of the Internet

Huge content source to be mined
Huge opportunity for �p
ersonalization

• Data bandwidth/cost 
beating Moore�sLaw

Backbone data bandwidth can 
handle 100s of MPEG-II channels
MCNS enables huge increase in 
access bandwidth

• Open standards for MCNS 
and digital TV

Economics due to standards

Voice

Time

Data 

Today

Video

Bandwidth vs. Time

BW
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Cisco�sView of 
Cable Data Standards

• Strong supporter of MCNS
A. We like the spec, we like the process

B. We want it cheap, ubiquitous, and taken 
for granted

C. We will help drive it to success

• 802.14: wait and see



Network Services Solutions

Network
Services

Network Service
Policies

Network
Elements

Application
Privileges

User
Profiles

Element
Configurations

Cisco/Microsoft Active Directory

Subscriber
Management

Network
Provisioning

Network
Configuration

Cisco IOS
OSPF

IP Multicast
other...

Tag SwitchingRSVP L2TP 
BGP Encryption

NT and UNIX Network Operating Systems

Intelligent
Directory
Services

Network
Operating

System

Users and
Applications
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Services

• Analog broadcast video
• Digital broadcast video

• Internet access: Web, e-mail
• IP-based services

Voice
H.323

Webcast video
Lower-bandwidth video over IP
Video on demand

Video conferencing and collaborative applications
Radio/music
Push services
Personalized video and data

Existing Services

New Services
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Application Opportunities

VoIP
Video

Conferencing

Distance
Learning

Streaming

Video
On Demand

Video
Broadcasting

1 Sec

100 Msec

100 Mb/s101

Latency/
Jitter

Bandwidth per Stream

New

Existing

.1.01

Internet 
Access

Personalized
Data/Video
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Video As Data: Bandwidth

• Assume 100 video channels

• Assume 5 Mbps each

• Total bandwidth only 500 Mbps

• Less than one OC-12!

• High end routers and switches have 
a dozen or more OC-12 ports
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Hub: 10?0 K Homes

Node: 125?000 Homes

Fiber Ring

Backbone Structure

PSTN Internet

Standby
Head End
(Optional)

Primary
Head End

H H

H

H

H

N

H

N

N
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Separate Infrastructures

• Benefits
Uses existing 
equipment

• Problems
Duplicate networks
Costly
Unwieldy, complex
Video is not 
networked, only 
point-to-point links

Optical

Data

VoiceVideo ATMIP

SONET



14
1045_03F8_c1
NW98_US_202

Optical

DataVoiceVideo

IP

SONET++

IP Transport Infrastructure
• Benefits

Unified network infrastructure
IP brings scale and security
IP is ubiquitous
QoS w/ RSVP, L3 services
Lower cost of ownership
Leverage the Internet growth

Applications/content/services
Cost/performance curve
Interoperability

• Problems
Backbone-class devices only 
emerging now
SONET integration
New IP-based telephony
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Final Backbone Architecture

• Retains current digital 
video transmission 

Simple broadcast
It works and it�scheap

• Uses IP transport for:
Switched video
Two-way video
Complex routes: studios, 
post production, ad houses, 
local sources

VoiceVideo

IP

SONET

Data

Optical

Digital
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Hub: 10?0 K Homes

Node: 125?000 Homes

Digital Video Transport + SONET++ Ring

Final Backbone Structure

PSTN Internet

Standby
Head End
(Optional)

Primary
Head End

H H

H

H

H

N

N

N

N

H



Head End Diagram
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Internet

Analog
Receivers

MPEG
Encoders
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Fast 
Ether/Gig-

Ether

Universal Broadband Router

Hub Diagram
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Mining the Web Cache
• Caching is technically necessary and valuable

Edge bandwidth far exceeds backbone and server bandwidth
Backbone and server bandwidth expensive, edge bandwidth cheap

• Solution is to cache the content at the edges, close 
to the bandwidth

Cache gives the MSO an excellent window into the viewing patterns
Promote content that viewers have discovered and claim share of 
advertising revenue

• Caching hides the amount of content distribution 
from the source

1000 hits look like 1
Content owner is unaware of viewers, looses Ad revenue
Content creators driven to �cache busting?in desperation
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Access Network: HFC

• Analog video 
on RF

• Digital video
MPEG/64QAM

• Voice, Web, 
webcast video  

IP/MCNS/64QAM

V
id

eo

Video
IP

MCNS/
MPEG

V
o

ic
e

MPEG

RF/Optical

15

Analog Video

W
eb

IP Services
Digital Video
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RF Spectrum Map

Digital Broadcast Channels

MCNS Data Channel(s)

Analog Broadcast Channels

Frequency

MCNS Data Channel(s)�Upstream

Two Tuners Select 
One Video and One 

MCNS Channel 
Simultaneously

Analog/Digital Set 
Top w/MCNS Data
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Typical Bandwidth per Data User

Typical Cost at Head End/Hub Is $5/Home Passed
More Bandwidth is Available with More HE Gear

500 2000

1000 4000

• Assumptions:
50% of homes passed are subscribers
10% of subscribers are active
One downstream at 64-QAM per 4 fiber nodes
One upstream at 2560 Mbps per fiber node

27 Mbps/
4 Mbps

270 Kbps/
102 Kbps

135 Kbps/
51 Kbps

27 Mbps/
4 Mbps

Average Data
Rate (D/U)

HP Per 
Downstream

Peak Data
Rate (D/U)

HP Per 
Node
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10BaseT
HFC
Phone

USB/Voice
Cable Modem

Analog Video
Digital Video
MCNS Data

Residence Network Diagram

Alternate LANs:
Wireless

Telco-wired
IEEE-1394

Ethernet/Voice
Cable Modem

Ethernet / Voice STB

HFC Network
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Voice Service
Deployment
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Voice Requirement: QoS
Solution: MCNS Extension
• Traffic differentiation

Interface, subscriber, traffic type, etc
CMTS must maintain per-CM state 
(it already does a lot of this)

• Bandwidth policies and mechanisms
Preferential queuing, drops, allocations in backbone

Weighted Random Early Discard (WRED)
Controlled Admission Rate (CAR)

QoS in MCNS
Easy to do�we�ve done it in our uBR
Standardization underway in MCNS



26
1045_03F8_c1
NW98_US_202

Delivering Voice Over IP:
Playout Buffers Smooth Jitter

Smooth PCM
Delivery

Playout
Buffer

Jitter

H.323 Endpoint
in ResidenceQoS WAN
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Question: What Do the Following 
Applications Have in Common?

• Voice gateway

• Dial access server

• Circuit video gateway

• Internet FAX gateway

• Net VoiceMail
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Answer: The Same 
Basic Architecture

Application Intelligence Onboard 
or from 

Network Servers

Packet Switched Circuit Switched

Modems/Codecs for DSPs
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Service with Voice Over IP

PSTN

H.323 Gatekeeper
and Call

Control Server

CableModem
+VoIP

VoiceMail
FaxMail

Email Server

VoIP Packet to 
PSTN Gateways

uBR

Telco-Return
Cable Modem

• H.323 VoIP local loop bypass
• Integrated messaging: E-mail, voice mail, FaxMail
• VoIP GW also Telco-return dial server

V

V

V

V

HFC

Local
PSTN

5E/4E
Switch



Cisco�sVoIP Infrastructure

CVM

PRI SF-Magellan

1. 3-BRI (Short Term)
2. T-1 w/PRI Signaling

(Option 1)
3. PRI (Option 2)
4. Frame-Relay 

(Option 3)

800 
Number PBX

E&M
PBX

E&M

PBX

E&M

E&M

E&M

PBX

PBX

RTP

Cisco 
IP Network

(QoS-PWFQ 
or RSVP)

PSTN

PSTN

PSTN

PSTN

Brazil, Asia, 
Argentina, 

etc

Area Codes
A. 714
B. 303
C.
D.

All Switches 
Are Either
Lucent or Nortel 
in the Field Offices 
(Approx. 75 Total)

Any Field 
Sales Office

Any
Public

Phones

Any
Cisco

Internal
Phones

Area Codes
A. 415
B. 510
C. 408
D.

Any
Cisco

Internal
Phones

Area Codes
A. 212
B. 
C. 
D.

Any Cisco
Internal Phones

Denver
Chicago
Dayton
Irving
London
San Jose

Herndon
SF
Detroit
NYC
Dublin,OH
Tulsa

Toronto
Tokyo
(Soon)

Santa Barbara

Chelmsford
Area Codes
A. 919
B. 
C.
D.

San Jose

FXS
Any Cisco
Internal Phones
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New Video 
Service
Deployment
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Transition From Legacy STBs
• Leave the old STBs and old head ends 

in service
No cut-over, no service disruption

• Simulcast scrambled analog channels 
in digital

• Simulcast electronic program guide and 
conditional access in IP

EPG and CA total ~300 kbps (1% of MCNS  BW)
New STBs receive EPG and CA on MCNS IP path

• New STBs don�tneed to support legacy 
scrambling and EPG: simpler, cheaper



Integrated Video/Data Network
Head End ResidenceHub

MPEG

AnalogOff Air
Channels

Satellite 
Channels

Ad Contents

Networked Video�MPEG on IP

Native Video�Analog and MPEG

Satellite 
Channels

IP/MPEG/Web

STB w/
Browser

WWW Server
33

Internet

MPEG
IP Re-Mux
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• 30?20 sec video clips cached, assembled, 
and pushed based on predefined or 
user-defined profile

• Mixed with live broadcast TV
• Non-interactive �personal?TV providing 

video and data clips

CNN
Headlines

Sports
Update

Traffic
Report Weather

Personalized TV: One Example

Live Webcast Webcast Webcast
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• Data bandwidth supports Webcast 
video services

Distance learning, video conferencing, 
streaming video

• Integrated digital set-top and Web browser
• TV watching and Web browsing merged

Not just TV on PCs, not just Web on TV
URLs hidden inside commercials, movies, 
sports, EPG
Single button push to follow links

Enhanced TV experience with smooth continuum 
of interactivity
Web content can overlay broadcast video

Interactive TV Is back!
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Tying It All Together: 
Directory Enabled Networks

• Knowledge of the customer demographics is 
extremely valuable

• Store everything about the network in one 
unified directory

LDAP access
Provisioning: customer service level
Customer preferences: specified and observed
Favorite sports teams, location (drives custom traffic reports)

• Drive fine-grained ad insertion of Web 
advertisements

On EPG, on Web pages

• Intelligent network creates value
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Summary
• Integrated architecture for video, voice, and data
• Backbone carries all traffic in IP over SONET
• Access (HFC) has some video directly on RF, leaves 

some on IP
• Voice carried on IP

H.323 into home
Gateways to PSTN in head ends

• Webcast video on IP for greater content selection
• Digital set-top box with Web browser is the killer app!

PC-98 PCs can participate with MCNS cable modem

• Web cache critical for managing content distribution
• Service differentiation creates intelligent network
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Agenda

• Integrated Cable Network Vision

• Cable End-to-End Equipment

• Universal Broadband Router

• Summary
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External
Router

Firewall

uBR
Headend
Router

Hybrid 
Fiber
Coax

Cache
Servers

Cable Multiservice Network

Cable
Modem

OSS Machines

MCNS IF3

MCNS
Security

Sonet
Ring

Internet
Caches, Servers
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I-Phone 
H.323 
S/W

Cisco 5300 
IP/ PSTN 
Gateways

100
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PSTN

Data Center 
LAN Switch

Channelized T1s

H.323 
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Servers

Local 
Director

Residential
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Router (GSR)

Backbone
Switch (BPX)

Telco
Return

V
V
V
V
V
V
V
V
V
V
V

100
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MultiService xDSL 
Reference Architecture

UCP

Remote
ADSLAM

Packet Core

Circuit Core

ATM Core

ISP
(a, b, c)

Corporate GW 
(a, b, c)

ADSL Pop

POTS/ISDN

Aggregator

Cache VoD Push

ADSLAM

STB

ATU-R

Router

POTS/ISDN
Splitter

ATU-R
Router

VoAT VoIP/
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Agenda

• Integrated Cable Network Vision

• Cable End-to-End Equipment

• Universal Broadband Router

• Summary and Questions
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Cisco Product Strategy
• Subscriber cable modems

Enable the rapid development of the subscriber 
cable modem market by engaging consumer 
electronics giants
Not compete directly in the residential cable 
modem market
Provide reference hardware design and �Cable 
IOS?software and compete indirectly through partners
Design and build product and compete directly in the 
higher-end telecommuter and SOHO markets

• Headend router and cable modem shelf
Design and build product and compete directly
Universal Broadband Router launched at 
?7 Western Show
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Subscriber Unit 
Partnership Plan

Reference SU
Architecture

Definition

SU
SOHO

Low Cost

Reference SU
ASIC Core

Technology

Reference SU
FPGA Field

Trial

Tier 1:
Competitive Advantage
Early to Market Partners

Tier 2:
Marketshare Partners

Tier 3:
Mass Market Partners

SU
Retail Strategic

Partner
SU

Volume
Partner

SU
Other

Partners

Cisco Subscriber-Unit/SOHO Reference Design
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MCNS Interoperable Modems

Other Firms
MCNS Head Ends

Cisco Modem

Cisco Partner #1

Cisco Partner #n

Cisco Partner #2

Any MCNS Modem

• Hardware Reference Design

• Cisco IOS Software and APIs

• Design Consultation and Support

• Cisco Cable Lab Access

Cisco�sIntegrated 
MCNS Head End

Cisco Cable 
Modem Partner 

Receivables

HFC Lab
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Interoperability Plans

• Cisco will interoperate with all MCNS compliant 
modems and head ends

We are open to partnering with anyone with an MCNS 
product or who is developing an MCNS product
We do not have an exclusive �camp
Cisco was the first vendor (along with Broadcom) to 
participate in CableLabs?formal interoperability testing 
in January

• Cisco will also interoperate with pre-MCNS 
head ends from GI, Terayon and Com21

The uBR interoperates with GI�sexisting Surfboard Telco 
return modem, and their new MCNS Telco return and 
two-way modems, all on the same downstream channel
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Universal Broadband Router
• Combination router and 

head end modem
• Utilizes standard Cisco 7200 

router elements
• Can be deployed as router only, with 

modem cards added later
• Interchangeable modem cards support 

future upgrades
• Initial product will contain MCNS 

modem cards
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Universal Broadband Router

New Chassis

Cisco 7200 
Electronics

Standard 
Port Adapters

Two Slots
Available

Modem Cards

Four Slots
Available

The
Cable

System

The
Network

NPE 150

First Release Port Adapters: 
10BaseT, Fast Ethernet, ATM-OC-3, HSSI
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Universal Broadband Router       

Front View
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Modem Card Types

• Two-way modem cards, also support Telco 
return on same channel:

MC-11: MCNS with one downstream, one upstream
(64-QAM @ 27 Mbps downstream, QPSK @ 2.5 Mbps upstream)
MC-14: MCNS with one downstream, four upstream
(64-QAM @ 27 Mbps downstream, QPSK @ 2.5 Mbps upstream, 
or 
256-QAM @ 40 Mbps downstream, 16-QAM @ 5 Mbps upstream)
MC-26: MCNS with two downstream, six upstream
(64-QAM @ 27 Mbps downstream, QPSK @ 2.5 Mbps upstream, 
or 
256-QAM @ 40 Mbps downstream, 16-QAM @ 5 Mbps upstream)

• Other modem cards will be developed as 
needed
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Planned Product Ramp
• Limited field trials started December 1997
• uBR chassis, 7200 router functionality shipped 

January 29, 1998
• MCNS two-way 1:1 modem card ships April 1998
• MCNS two-way telecommuter modem shipped 

June 1998
• MCNS two-way 1:4 modem card ships 

August 1998
• Telco return software ships August 1998
• Second product release planned for 2H 1998

Higher density modem cards (e.g., 2x6)
Full QoS, enhanced security
sCDMA upstream modem card



52
1045_03F8_c1
NW98_US_202

Port Adapter

Before MCNS: Router Only

Universal 
Broadband Router

The
Network

Proprietary
Cable Modem Shelf
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Port Adapter

Universal 
Broadband Router

Proprietary
Cable Modem Shelf

Ethernet 
Port

MCNS Migration Path

Cable 
Modem

TAPModem Card

QPSK/16-QAM
Modulation

64/256 QAM
Modulation

MCNS 
MAC 

Protocol

MCNS

The
Network
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QPSK/16-QAM
Modulation

64/256 QAM
Modulation

Universal 
Broadband Router

Modems Supported: 1x1 Card

TAP

128 kbps
32 kbps

512 kbps
96 kbps

>1,054 >263

Usage Rate Per User
(@ 20% Simultaneous Usage)

MCNS 
MAC 

Protocol

>400 >133Port Adapter

1 X 1

The
Network

Cable 
Modem

Ethernet 
Port

Downstream
Users/Card  

Upstream
Users/Card  
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QPSK
Modulation

QAM
Modulation

Universal 
Broadband Router

Modems Supported: 1x4 Card

TAP
MCNS 
MAC 

Protocol

128 kbps
32 kbps

512 kbps
96 kbps

>1,054 >263

>1,600 >533

Usage Rate Per User
(@ 20% Simultaneous Usage)

Port Adapter

1 X 4

The
Network

Cable 
Modem

Ethernet 
Port

Downstream
Users/Card  

Upstream
Users/Card  
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QPSK
Modulation

QAM
Modulation

Universal 
Broadband Router

Modems Supported: 2x6 Card

TAP
MCNS 
MAC 

Protocol

>2,109 >527

128 kbps
32 kbps

512 kbps
96 kbps

>2,400 >800

Usage Rate Per User
(@ 20% Simultaneous Usage)

Downstream
Users/Card  

Upstream
Users/Card  Port Adapter

2 X 6

The
Network

Cable 
Modem

Ethernet 
Port



57
1045_03F8_c1
NW98_US_202

uBR Benefits
• Integrated routing

Combines two products in one package
Maximizes network efficiency and privacy

• Universal product design
Interchangeable modem cards optimize 
bandwidth usage
Provides maximum capacity, minimum rack space

• Assured interoperability
First to market with MCNS-compliant product
Other major competitors are also in the retail 
modem space
Networking expertise plus partners insures 
interoperability
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Agenda

• Integrated Cable Network Vision

• Cable End-to-End Equipment

• Universal Broadband Router

• Summary and Questions
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Empowering the 
Internet Generation
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Summary 

• Cable overview

• Applications
Data, voice, video, etc

• The future

• Questions and discussion



61
1045_03F8_c1
NW98_US_202


